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Anéwér ALL questions.

PART A — (10 »x 2 = 20 marks)

" Mention the significance of entropy of a source in relation to uncertaillty.

" C'aib'ul'at.e the SNR in dB required to achieve an intended channel caf)acity of

L ZOMb'ps'.through a communication channel of 3 MHz bandwidth?
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10,

Whjr'.' is predictér uééd in differential pulse code modulation system?.

- Mentlon the dlfference between waveform coding technique and hne coding.
' techmque e TR '

State the Nyqulst pulse Shapmg critemon for distortionle's.sgz basebénd = L

transmlssmn

When will hnear time mvanan‘t syfstem functmn as matched fﬂter‘? PRI

In a bmary FSK system it is requlred ‘to tlansmlt {50 bps blnary data; '_: ::_'_. o
sequence. Determine the minimum handwidth of the blnaiy FSK mgnal 1f the B . .:-";5 e

separation between two carrier frequencies is 2500 Hz

Define DPSK technique and mention its advantages. B .
(1ve the need for error control coding and mention its tjpeé,_- e

What is a convolutional code? How is it different from a 111'1621_1?'_}_)'_19{'@_1’;3 code? :' S
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PART B — {5 x 13 = 85 marks)

Let X and Y be two discrete random variables that take on wvalues R

%y, Koo X, ARA Yy, Yo..o, Yy TESpPectively.

(1) Define entropy H(X), joint entropy H{X Y}, conditional entropies
HY/X) and average mutual information I(Y) (i) Show that
HE/Y)Y <HX) with equality if and only if X and Y are independent. (4+3)

Or

Define the capamty of discrete memmyless channel and explam the
classification of channels. Calculate the capacity of the discrete
memaoryless channel With matmx

p. o l-p-qg

Draw .t.hé..blo'ck- diia'g'ra.m.' of the encoder and decoder of adapﬁ"e

differential pulse code modulation system and explain.

U R ¢
Derive the. expression for the power spectral density of Manchester
encoding data format.

Show that the output mgnai of a matched filter is proportional to a
shifted version of the autocorrelation function of the input signal to which
the filter is matched.

Or

A band hmited mgnai x(f) having bandwidth W is d981gned with the
following controlled ISI

Zforn:O
'x.(nT)* “1for n=1
BT forn =2

O otherwise

where T}, = —‘;%Vﬁ' Determine the Spectfum X(f)and plot its magnitude.
Adgo plot the signal x(2). '

Explain in detail the generation and detection of binary' PSK system.
Derive the expression for its BEER.

Or

Draw the block diagram of QAM signal receiver with decision directed
carrier phase estimation and explain.
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The polynomial g(X) =1+ X+ X’1 is the generator polynomial for the

(15, 11) Hamming binary cyclic code. Determine cenerator ma‘tux G and
parity check matrix H for this code in systematic form.

Or
A convolutional code 18 descrzbed by the followmg mat1 ix
G = [1 1+D21+D+D2]
(i) Draw the encoder (4)
{ify Draw ths trellis diagram fOl the mput length L= (5)

(ii1) Determme the coded sequence f@r the message sequence 10110 (4)

PART C i (1 X 15 15 marks)

Construct a code using the code alphabets (-1, 0, 1} for the following set
of source probabilities using Huffman coding procedure and compute the
coding efflclency for the constl ucted code. .

0.2, 018 012 010 OIO 008 006 006 006 0.04}

01"

A binaly baseband dlgltai commumcatlon system emplovs the signal

S(t) fOT O<t<T
0_ oz,‘he:wzse

(1) Deteif’mme the 1mpuise response of the matched filter for this signal
(5)

{i3) Dem‘ve and plot_ the respoTSe Of the matched filter and determine
the output of the matched filter at t = T (5)

(iii) Suppose the signal is pasded through a correlator that correlates
the signal s(f). with' itself. Derive and plot the output of the
correlator and find the output of the correlator at ¢ = T (5)
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