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PART A — (10 x 2 = 20 marks)

1.  Define Superheterodyne Receiver and give a brief on its characteristics.

2.  In DSB-8C AM system, the message signal is given by m(t)m sin{50t), and
modulates a carrier signal c(t)=2cos (1000¢). Plot the spectrum of the
modulated signal (¢).

3.  FElucidate Aliasing effect and elaborate the remedies to control it.
4. Explain the terms “white noise” and “additive white gaussian noise (AWGNY.
5.  Define and classify Pulse Modulation.

6. A telephone line of 4 MHz bandwidth is having an SNR of 38 dB. What is its
channel capacity?

7. Define bit error rate (BER) and explain the significance of BER Vs SNR plot in
judging the efficienicy of a digital system.

8 Whatis DPSK? Explain it with an example.

9. What is inter symbol interference (ISI)? Illustrate it with a sample data.

10. The output signal to noise ratio of a12-bit PCM is expected to be 40 dB, but it
was found to be 26 dB. For enhancing the SNR towards the expected value, the

number of guantization 10 levels have been increased. Find the fractional
increase in transmission bandwidth required for enhancing the SNE.



PART B — (5 x 13 = 65 marks)

11 (a) (1) 'S'ta:te and illustrate Hilbert transform. ' (3)
i S _.(ﬁ) i State and prove any three properties of Hilbert transfofm (6)

g (111) flnd ‘the Hilbert transform of the function g(t)mm(t)sm(Zﬂfz‘)
B gzven that mf{t) <> M{f). (4)

Or

b by ) .}'Elaborate on pre-envelope and complex envelope amplitude

St i modulation techniques, . )
Delgve_the mathematical expressions for DSB-SC and S8B-SC
modulated signals. (6)

pare PAM, PPM and PWM. ©)

‘If ‘the: analog signal to be quantized (unipolar quantization with
4 blts) has a range from 0 V to 10 V, determine number of
‘quantization level, quantlzatlon step (resolution), quantization
SITOr when the analog input is 7.4 V, quantization level when the
' g voltage is 7.4V, and its bmaly code. (7

Dif rent1ate between TDM and FDM. Give one apphcatlon for
each-’-'-_ _ (8)

20t F0m

_ é’r the signal x(f)=¢e’*"™ + /" where ‘¢’ is in seconds. A
SIgnal y(t)=x(2t+6) is formed. Find out the Nyquist

i l'ng rate of y(t). . (3)

o1 str’&éf the codebook and find the value of the minimum
hammmg chstance d_. . (3)

min

_ (3)
: _ct the parity check matrix for the above code. {(3)

(D




14

15.

(b

(a)

(&)

(b)

Consider the (n 7, 13—4) cychc code defmed by the generator
polynomial g{x)=1+x%+x" e

(i)  Develop the encoder TR '. : (3)
(il) Determine its gener atmr matnx C and parzty check matrix H. (3)
(111} Determine the systematlc code Word of the message sequence

(1100}, _ R T _ (3

(iv) Suppose a code word is sent over a noisy channel with the received
word as 1001001. What would be the error polynomial e(x)? (4)

(i)  Compare the merits and demerits of BPSK and QPSK w.r.t power
spectral density (PSD) and bit error rate (BER) with essential
1ilustration. _ (6}

(iiy The bit error probabihty characterizations for BPSK and QPSK in a
given communication channel reveals that the required £, /N, to

achieve F, of 10~ and 107 are 8.2 dB and 11.2 dB, respectively.

What is the bandwidth efficiency for BPSK and QPSK for a bit
error probability of 107 on that communication channel with an
SNR of 12 dB? Compare the bandwidth efficiency of QPSK at

B, of 10-* and 107 on that communication channel with an SNR of
12 dB. (7

Oy

(i Explain the detail about QAM with a neat sketch and show the
signal constellation diagram for 16-QAM. {4

(1)  QAM typically consists of two-dimensional PAM. Under AWGN
channel of zero mean and 2 side PSD N /2, find the following by

assuming symbol period as T".
(1)  Signal constellation of 16-QAM (4-PAM in [ and 4-PAM in Q

channel) with minimum energy. : )]
{2) Average symbol rate in terms of E_/ N, (ratio of energy per
symbol and noise). (3)
{3}  Design modulator and demodulator. (3)

Hlustrate and elaborate the following concepts with mathematical
expressions.

(1)  Receiver Noise. (4)

(ii) Probability of Fdlse Alarm. {4)

(111} The Matched Filter. (5)
Or

Explain in detail about Channel Equalizer by focusing more on zero
forcing ecqualizer (ZFE) and minimum mean-square error egualizer
(MMSEE) with necessary figures, block diagrams and mathematical
exXpressions. 13)
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PART C— (1 x 15 = 15 marks)

16( .) An ana}og source produces a baseband voitage s1gnal x(t) with
.' _.'_'_"'bandw1dth equal to 12 KHz. Assume that sample functlons Gf x(t)
L .':"foEows a p1 obabzhtv density given by: _

S
0, Otherwise

: .-.:.'The source output is quantized according to the uﬂe:
. i—0.5 1-1<gsx<i, fOi"1<L<5
YTl 6.0, x25.0,i=6

_:Each quanmzed Jevel y, is denoted as a discrete source symbol g, for
. _ Determlne the average guantization distortion. (3)

(). :':::f'What is the minimum required bit rate of a fixed-length encoder for
_'_"the quantlzer output? (3)

i Determme the discrete source average entropy. 3
- _;(ifr)_:fr"'Des1gn a Huffman code for {g,} and calculate:

(.'_) Average codeword length
( )-_';- : _Code efficiency

. (3) Encoder minimum bit rate. (6)

_(b) ‘A discrete memoryless information source has an alphabet consisting of
three symbols a,,a,,a, with respective probabilities 0.45, 0.35, 0.2.
SUHHEE Symbols are emitted at a rate of 2400 symbols per second. A binary
-.'-'__--':._Huffman code is designed to represent the source output (call this Code
A “Another” binary Huffman code is designed to represent the 2n¢

extension of the source output {call this Code B). Determine the
8 f0110W1ng

3@ Cﬁwm®d%@Amﬂ%@B (5)
(i ) Code efﬁmenczes of Code A and Code B. (5)
(5)

: '-'_(111) Bit rates of encoders A and B.




